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Abstract— Deformable linear objects (e.g., cables, ropes, and
threads) commonly appear in our everyday lives. However,
perception of these objects and the study of physical interaction
with them is still a growing area. There have already been
successful methods to model and track deformable linear
objects. However, the number of methods that can automatically
extract the initial conditions in non-trivial situations for these
methods has been limited, and they have been introduced to
the community only recently. On the other hand, while physical
interaction with these objects has been done with ground
manipulators, there have not been any studies on physical
interaction and manipulation of the deformable linear object
with aerial robots.

This workshop describes our recent work on detecting
deformable linear objects, which uses the segmentation output
of the existing methods to provide the initialization required by
the tracking methods automatically. It works with crossings and
can fill the gaps and occlusions in the segmentation and output
the model desirable for physical interaction and simulation.
Then we present our work on using the method for tasks
such as routing and manipulation with the ground and aerial
robots. We discuss our feasibility analysis on extending the
physical interaction with these objects to aerial manipulation
applications.

I. INTRODUCTION

Deformable One-dimensional Objects (DOOs) or De-
formable Linear Objects (DLOs) are a class of objects that
includes ropes, cables, threads, sutures, and wires. A crucial
part of achieving full autonomy for physical interaction with
DLOs is perception. Many applications require complete
knowledge of the object’s initial state as a model that allows
simulation and the computation of its dynamics.

Many researchers in the medical and industrial community
have proposed methods to extract DLOs from images [1], [2],
[3], [4], [5]. These methods mainly provide the region in the
image containing the DLO and are not directly suitable for
autonomous physical interaction. On the other hand, various
algorithms have been proposed to track a DLO across the
video frames [6], [7], [8], [9], [10], [11], [12], [13], [14].
These methods have been used for physical interaction and
manipulation with ground robots, and while some of these
methods can detect the initial DLO state in trivial conditions
(e.g., a straight rope in camera view), others require even
a simple DLO configuration to be provided to them a pri-
ori. On the other hand, the aerial robotics community has
extensively worked on the segmentation of cables and wires
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Fig. 1: The result of DLO detection (overlaid with purple
and pink) on inputs with occlusions and crossings [24].

for visual inspection and obstacle avoidance purposes. These
methods can effectively segment out the power lines, bridge
cables, and other near-straight deformable objects [15], [16],
[17], [18], [19], [20], [21], [22]. However, none of these
approaches can handle true deformations, making these ap-
proaches unsuitable for physical interaction tasks.

While providing the initial DLO state in the lab settings
is possible, it is not generally provided in real-world ap-
plications. On the other hand, the existing learning-based
detection methods are labor-intensive to train for each new
DLO and new setting and are hard to generalize to less-
certain conditions of the real-world [23].

This workshop briefly reviews our approach from [24] to
detect the initial conditions of a deformable linear object in
more complex scenarios, with gaps, occlusions, and DLO
crossings. We further analyze our tested applications of this
method in ground manipulation and routing and study the
feasibility of tasks involving the physical interaction of DLOs
for aerial robots.

II. THE METHOD

Our detection method outputs the DLO state as a chain of
fixed-sized segments connected by passive spherical joints,
commonly used for manipulation and dynamic simulation.
The method has six steps: segmentation, skeletonization,
contour extraction, DLO fitting, pruning, and merging. The
first three steps can use a combination of existing approaches,
while the rest of the steps are specific to this method. The
algorithm is briefly described in this section but is explained
in more detail in [24].

A. Segmentation, Skeletonization and Contour Extraction

Segmentation filters the image data to extract the DLO
portions and exclude all other data. Many model-based and
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Fig. 2: The first four steps of DLO detection on an image
frame from Figure 1 [24]. (a) Segmentation. (b) Skeletoniza-
tion. (c) Contour extraction. (d) DLO Fitting and Pruning.

learning-based segmentation methods have been proposed in
both medical and industrial robotics communities [1], [2],
[3], [4], [5], [25], [26], [27]. This step should eliminate all
the unrelated data, even if it removes some DLO data.

Skeletonization transforms each segmented connected
component into a set of connected pixels with single-pixel
width. It is commonly used in many applications [28],
[29]. Our algorithm requires the skeleton of each connected
component to remain connected and only one branch to be
returned per actual branch. We used a well-known morpho-
logical thinning method for skeletonization [30].

Extracting contours is also a standard step in many ap-
plications [31], [32]. The contour extraction methods can
result in several contours per branch and some with multiple
branches. Our DLO detection method can handle these
issues, and many of the existing contour extraction methods
can be used with it. We used Suzuki and Abe’s method [33]
to extract contours.

Figures 2(a-c) present the results of the first three steps
on an example camera frame.

B. DLO Fitting and Pruning

Each contour can be a single branch, or it may contain
multiple branches. The pixel sequence for a contour returned
by a typical contour extraction method starts from one of the
branch tips, goes around the skeleton component, and ends
with a sharp turn back at the start point.

Let us define the length of each DLO segment (i.e., the
fixed cylinder) as ls. The DLO fitting step initializes an
empty DLO chain, starts from the first pixel in the contour,
and traverses over the pixels until the distance from that pixel
is ls. It creates a new cylindrical segment, adds it to the chain,
and continues traversing from the end of the new cylinder
again. Every time it goes over a branch tip, it records the
current DLO chain and initializes a new one. This continues
until traversing reaches the last point in the contour sequence.

This method returns multiple overlapping DLO chains
for each part of the object, and overlapping segments are
pruned to simplify the further steps by assuming that no
segments overlap. Figure 2(d)(d) shows the result of fitting
and pruning.

C. Merging

With the collection of DLO chains, they are iteratively
merged to fill the gaps and form a single object. Each
iteration connects two chains, and the process is repeated
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Fig. 3: Partial merging costs for two chain ends [24]. (a)
Euclidean cost. (b) Direction cost. (c) Curvature costs.
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Fig. 4: Illustration of suggested solutions for merging sce-
narios [24]. The arrows represent the DLO chain ends, with
the arrow sides representing the end points.

TABLE I: Detection results on 7 video sequences [24].

Total Correct Incorrect Accuracy
Frames 4,230 3,542 688 83.7%

Occlusions 26,456 23,991 2,465 90.7%
Merges 583,743 581,130 2,613 99.6%

until there is only one chain left. With two chains each having
two ends, there are four cost values for connecting the two
ends for any two chains. The lowest among the four values
is the cost of connecting the two chains, and the chain pair
with the lowest cost is connected at each iteration.

Three separate partial costs are used for computing the
total connection cost: the Euclidean distance of the two
chain ends (Figure 3(a)), the difference in their directions
(Figure 3(b)), and how much curvature is needed to connect
them (Figure 3(c)).

The gap between the two chains should be filled to follow
the expected curve of the deformable object. While any
deformable object can take almost any curve, it is possible to
have an educated guess. We calculate the "natural" curvature,
which connects the desired ends of the two chains. The
"natural" curvature initially follows the direction of the last
segments of the chains and then follows a curve with the
largest constant turn rate possible. Our suggested solutions
for the different possible cases are shown in Figure 4.

III. EXPERIMENTS AND RESULTS

Figure 1 shows the detection results on some input frames.
The average detection time per frame across all the sequences
is 0.537 seconds on a system with Intel® Core™ i9-10885H
CPU and 64 GB DDR4 RAM and a sub-optimal imple-
mentation in Python 3. We tested the method on 7 video
sequences with 4,230 frames of size 1280×720. Table I
shows the quantitative results for the algorithm’s accuracy
on the whole cable in an image, for the occlusions filled, and
for the merges performed. For a more detailed explanation
of the results, please see [24].

IV. FEASIBILITY ANALYSIS FOR MANIPULATION

To test the feasibility of the detection method for fully-
automated physical interaction, we have used it in a cable



Fig. 5: Cable routing and manipulation using a UR3 robotic
arm [34].
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Fig. 6: Feasibility tests of DLO manipulation using aerial
robots in simulation. (a) Gazebo model of our robot with a
gripper for cable manipulation. (b) MATLAB cable grasping
tests.

TABLE II: Multirotor end-effector position error (in [mm])
for grasping a cable segment. Trials in Gazebo simulator.

# of Tests Max. Error Mean Error Std. Dev.
20 12.92 7.84 2.91

routing and manipulation application with a ground UR3
manipulator arm [34]. Figure 5 shows screenshots from one
of the tests.

In general, ground manipulators have higher precision
compared to aerial robots. For aerial DLO manipulation (for
example, for maintenance and cable manipulation at the top
of utility poles), a significant issue is the precision of the
end-effector in grasping the DLOs detected in the camera.
We tested the feasibility of manipulating the detected cable
in Gazebo and MATLAB for a fully-actuated hexarotor with
tilted arms controlled with the system introduced in [35].
We measured the position error for grasping a specific point
on the cable [36]. Figure 6 shows our setup for testing the
feasibility of the task. The error from the MATLAB simulator
is near zero. The Gazebo simulator tends to give more
realistic results, so we only report the Gazebo experiments.

For each experiment, the robot first flies to around 0.5m
distance from the cable, then moves forward to grasp the
cable segment. Figure 7(a) illustrates how the end-effector’s
position can reach the target cable point. Table II shows
the viability of the physical interaction with the perceived
DLOs in the simulation if at least 13 [mm] position error in
grasping can be tolerated in the application. The next future
step would be to perform the analysis on the real robot.

On the other hand, aerial robots have limited wrenches
compared to ground robots. It is imperative to analyze
the feasibility of the physical interaction tasks from the
manipulability perspective as well. We computed the force
polytopes (Figure 8(b)) for our aerial manipulator shown
in Figure 8(a) (see [35]) and measured the forces required
for simple cable-related tasks (such as un/plugging USB
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Fig. 7: Feasibility tests of aerial DLO manipulation in
Gazebo. (a) End-effector’s position to grasp the desired
cable segment at [1.0, 0.5, 0.7]. (b) Forces required during
unplugging a USB Type A cable.
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Fig. 8: Feasibility tests of DLO manipulation forces. (a) Our
aerial platform. (b) Force polytopes for our platform. (c)
Remaining y and z forces when unplugging a USB cable.

cables) [36].
Figure 7(b) shows the example forces measured for un-

plugging a USB Type A cable which in this scenario is
15.84 [N ] at the peak. Figure 8(c) shows the available forces
for our robot when it is pulling the plug with 15.84 [N ]
directly in its backward direction. The green region shows
the remaining forces that allow the robot to keep its altitude.
This analysis shows that our aerial robot would be able to
unplug the cable in this case, but it is very close to its limits
and may not be able to perform a more demanding task.

V. FUTURE WORK

The proposed DLO detection method is a good stepping
stone to having a more comprehensive and powerful detec-
tion method, and several improvements can be made to the
current version. Here are the potential future work directions
for both the detection method and its applications:

• Detecting which DLO segment is on top of the other at
the crossings.

• Combining detection with a powerful DLO segmentation
and a tracking method to get the full perception system.

• Implementing the method more optimally for real-time
applications.

• Extending and testing the detection method for 3-D.
• Performing the feasibility analysis on the real aerial robot.
• Test the detection method in a real-world aerial manipu-

lation task.
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