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Abstract— We propose a method for robotic control of
deformable objects using a learned nonlinear dynamics model.
After collecting a dataset of trajectories from the real system,
we train a recurrent neural network (RNN) to approximate
its input-output behavior with a latent state-space model.
The RNN internal state is low-dimensional enough to enable
realtime nonlinear control methods. We demonstrate a closed-
loop control scheme with the RNN model using a standard
nonlinear state observer and model-predictive controller. We
apply our method to track a highly dynamic trajectory with
a point on the deformable object, in real time and on real
hardware. Our experiments show that the RNN model captures
the true system’s dynamics and can be used to track trajectories
outside the training distribution. In an ablation study, we find
that the full method improves tracking accuracy compared to
an open-loop version without the state observer.

I. INTRODUCTION AND RELATED WORK

Manipulating deformable objects represents a challenging
area of robotics. In contrast to typical objects consisting of
a single rigid body, deformable objects often admit limited
control authority and have dynamics that are difficult to
predict. At the same time, many objects of human interest
are deformable. Safe, reliable robotic manipulation of these
objects is critical for capable general-purpose robots [1], [2].

Physics-based models of deformable objects have been
studied extensively in science and engineering contexts [3].
Recent work with Finite Element Method (FEM) modeling
addresses dynamic control of deformable objects and soft
robots with offline trajectory optimization [4]–[9]. FEM is
appealing as it admits extensive theoretical analysis [10],
[11]. For real-world problems, it is possible to estimate
the parameters of FEM meshes in a principled way from
exteroceptive sensors common in robotics [12]. Alternative
discretizations include the material point method [13], [14],
(extended) position based dynamics [15], and meshless shape
matching [16].

Deformable objects are complex to model, and even high-
resolution FEM approaches have significant inductive biases.
In this light, purely data-driven methods are an appealing
alternative to physics-based models. Machine learning meth-
ods have been explored in deformable manipulation [17],
for purely kinematic trajectory tracking [18], for cable-driven
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Fig. 1. Physical testbed for our method. Trajectories are tracked by a Vicon
motion capture marker attached to the end of a pool noodle, rigidly held by
a Franka Emika Panda robot. Pitch/yaw inputs ū = (φ, ψ), tracking point
measurement ȳ, and coordinate axes (X,Y, Z) shown. (The fiducial marker
visible in the image is not used.)

soft robot actuators [19], for control of pneumatic deformable
mechanisms [20], and for structures actuated by shape-
memory alloys [21]. Other data-driven approaches studied
in soft robot control include proper orthogonal decomposi-
tions [22].

We propose a data-driven method for modeling and
trajectory-tracking control of a deformable object at a speed
where the passive dynamics are the dominant behavior of the
system. Our method models the dynamics with a long short-
term memory (LSTM) recurrent neural network (RNN) [23],
[24], trained in a standard sequence modeling setup using
input-output trajectory data from a real physical system. The
internal state of the learned RNN is not physically meaning-
ful, but the RNN still forms a discrete-time dynamical system
that is compatible with standard methods in state-space
nonlinear control. We apply model-predictive control [25]
and extended Kalman filtering methods [26] to track the
trajectory using the RNN model. We find that closed-loop
control with our method reduces trajectory tracking error
compared to an open loop trajectory optimizer.

II. PROBLEM SETTING AND PRELIMINARIES

We consider a robot manipulating a deformable object
such that a particular point on the object tracks a given tra-
jectory. We use the following notation: The special Euclidean
group of rigid transformations in three-dimensional space
is denoted by SE(3). The notation A � 0 (resp. A � 0)
indicates that the matrix A is positive semidefinite (resp.
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Fig. 2. Diagram of our system. A small dataset of control inputs and tracked marker locations is obtained from the real system. A recurrent neural network
(RNN) model is trained to predict input/output behavior with a latent state. The RNN forms the nonlinear dynamics model for an extended Kalman filter
(EKF) and model-predictive controller (MPC) to track a dynamic input trajectory with the deformable object.

definite). We assume that the robot has already rigidly
grasped the object, that we can accurately measure specific
points on the object, and that the robot does not know the
specific target trajectory during its data collection stage.

Our control policy interacts with the system in dis-
crete time steps of fixed length ∆t. Our control task is
specified by a discrete-time signal of K goal positions
z[1], . . . , z[K] ∈ R3 for the tracked point and the cost func-
tion

J =
∑K
k=1 ‖z[k]− ȳ[k]‖ 2

W , (1)

where the weighting matrix W � 0 encodes a (potentially)
non-isotropic tracking objective.

III. METHODS

A. Data collection

We begin by collecting a training dataset D containing N
input-output trajectories from the real system. We denote by
ū[j, k] and ȳ[j, k] the input and output from the kth time step
of the jth trajectory in D. Before starting each trajectory,
we apply the identity input and allow the system to settle
for several seconds (10 in our experiments) to ensure that
the system returns to a state very close to the rest state
x̄0. We then apply random sinusoidal pitch and yaw inputs.
with frequency ν sampled log-uniformly between 1/8 Hz and
3 Hz. The maximum angular acceleration of a sinusoid is
given by 2πAν2, where A is a uniformly sampled amplitude.

B. RNN dynamics model

We represent the system state as the hidden state of a
learned RNN. The RNN is a generic function approximation
scheme parameterized by a real-valued vector θ, and consists
of a discrete-time dynamics model

x[k + 1] = fθ(x[k], u[k]), y[k] = hθ(x[k]), (2)

where x ∈ Rn is the internal state, u is the input, y is the
output, and fθ and hθ are the dynamics and measurement
functions respectively. Both fθ and hθ are differentiable with
respect to their arguments and the parameter θ.

The RNN is trained on the dataset D to minimize a regres-
sion loss on the input-output map over complete sequences:

minimize
θ

N∑
j=1

Kj∑
k=1

‖ȳ[j, k]− hθ(x[j, k])‖22 (3)

where Kj is the length of the jth trajectory. The fixed
initial state of 0 is justified in our setting because each

trajectory in D begins at the rest state x̄0. The optimization
problem (3) is solved with stochastic gradient descent (SGD)
using backpropagation.

C. Model-predictive control with reduced-order model

We use the RNN model in a model-predictive control
(MPC) framework to optimize the trajectory-tracking ob-
jective (1) in an online manner. We solve the short-horizon
optimal control problem

minimize
ū[k],...,

ū[k+H−1]

H∑
i=1

‖z[k + i]− hθ∗(x[k + i])‖2W +R(u)

subject to x[k] = x̂[k], (4)
x[k + i+ 1] = fθ∗(x[k + i], ū[k + i]) ∀i

where H � K is the MPC horizon and R is a quadratic
regularization function to smooth the control signal and to
return to the rest state absent other goals. Solving (4) yields
a sequence of inputs ū∗[k], . . . , ū∗[k +H − 1] optimized to
track the next H steps of the full goal trajectory. Following
the standard moving horizon architecture, we apply only the
first input ū∗[k] from the solution to the real system. Then,
at time step k + 1, we solve a new instance of (4). We
obtain an approximate solution with a few steps of gradient
descent with momentum, reusing the momentum between
MPC problems.

D. Estimating the RNN state

In Section III-C, we assumed the availability of a RNN
state x̂[k] that is consistent with previous inputs and out-
puts from the real-world system. Because the RNN model
is not perfect, the true outputs ȳ[1], . . . , ȳ[k − 1] obtained
from the real-world system may diverge from the outputs
hθ∗(x[1]), . . . , hθ∗(x[k − 1]) predicted by applying the RNN
model in an open-loop manner.

Instead we observe that, although the RNN state has no
direct physical meaning, its hidden state can be estimated
from the input-output history using standard techniques from
estimation theory. In particular, we apply an extended
Kalman filter (EKF) to the RNN model. The EKF maintains
a Gaussian-distributed belief over the RNN state with mean µ
and covariance Σ. We use the mean of the belief distribution
as the initial state for the MPC problem (4), x̂[k] = µ[k].



TABLE I
VALUES OF USER-CHOSEN CONSTANTS IN OUR EXPERIMENTS.

Q EKF process covariance 10−6I
R EKF measurement covariance 10−2I

H MPC horizon 25
α MPC smoothness weight 1.0
β MPC homing weight 1e-1
— MPC gradient descent rate 4e-1
— MPC gradient descent steps 5

— LSTM layers 1
n Reduced state dimension 200
— LSTM SGD steps 1e4
— LSTM SGD learning rate 1e-3
— LSTM SGD batch size 10

N # trajs. in dataset 100

E. Implementation

For the RNN reduced-order dynamics model fθ, we use
the long short-term memory (LSTM) architecture [23]. Nu-
merical values of the architectural and training hyperparam-
eters are listed in Table I. We train the RNN in PyTorch
[27]. We also solve the model-predictive control problems
and implement the EKF in PyTorch. We run the MPC control
loop at 40 Hz.

IV. EXPERIMENTS

In all experiments, our deformable body is a thin cylinder
of uniform closed-cell polyethylene foam, commonly known
as a pool noodle, with length 1.5 m and diameter 6.5 cm,
rigidly attach to a Franka Emika Panda robot end effector.
To track the object, we attach a rigid assembly of motion
capture markers and track its full pose with a Vicon motion
capture system. Our experimental setup is shown in Figure 1.

A. MPC tracking

We apply our method to track several test trajecto-
ries which attempt to expose the controller’s performance
with regard to resonant dynamics. The goal trajectories
z[1], . . . , z[K] ∈ R3 are specified by the user. As described
in eq. (1), our tracking cost W = diag(0, 1, 1) is non-
isotropic. to focus only on tracking in the Y- and Z-axes.

We show the results from three trajectories in Figure 3.
The first two trajectories are a circle of diameter 0.6 m and
a figure-8 Lissajous curve of width 1 m and height 0.4 m.
To expose open-loop control deviations, the circle and the
vertical axis of the Lissajous curve are set to the system’s
resonant frequency 0.8 Hz as determined experimentally. The
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Fig. 3. Two-dimensional projections of paths traced by pool noodle free
end in MPC tracking experiments.

TABLE II
MPC TRACKING ERRORS

max error (cm) mean error (cm)
shape kind

circle closedloop 12.59 5.59
openloop 29.15 11.61

lissajous closedloop 9.19 4.43
openloop 14.85 4.77

rectangle closedloop 14.60 6.34
openloop 14.62 6.01

third trajectory is a rectangle with constant linear velocity
throughout.

To show that the EKF observer provides meaningful feed-
back to the controller (the “closed-loop” setup), we compare
it to a setup that assumes the predicted feedforward state,
i.e. the value yielded by applying the RNN dynamics fθ∗ to
the full sequence of past inputs, is always correct (the “open-
loop” setup). The results of this comparison are visualized in
Figure 3, and the tracking errors are compared numerically
in Table II.

For the circle trajectory, we observe significantly improved
performance in both mean and maximum error from the
closed-loop setup. Over time, the open-loop solution drifts
towards stronger resonance in the vertical axis and weaker
resonance in the horizontal axis. In contrast, the error of
the closed-loop solution does not grow over time, indicating
that our EKF setup is able to compensate for model error.
For the Lissajous trajectory, the closed-loop setup yields a
minor improvement in mean tracking error but a significant
improvement in maximum error. The rectangle trajectory
shows little difference between the open- and closed-loop
approaches, but it is noteworthy that both approaches track
the rectangle reasonably, even though it is physically infea-
sible and not similar to the training data. This result suggests
that the LSTM model behaves reasonably for sequence inputs
that are dissimilar to those in the training data.

V. CONCLUSION

We have described and demonstrated a system to manip-
ulate a deformable object such that a particular point on the
object tracks a fast trajectory. Our approach is completely
data-driven, and requires a fixed initial data-collection phase,
without further exploratory actions. We model our dynamical
system as an LSTM recurrent neural network and design a
closed-loop nonlinear MPC controller, with an EKF state
observer. We validate our model on a real hardware setup
with a robot manipulator holding a foam pool noodle, mea-
sured by a motion capture system. Our experiments show that
closing the loop with the EKF observer improves tracking
performance compared to an open loop control scheme for
several of the test trajectories.

In future work, we aim to improve tracking accuracy by
investigating other nonlinear state estimation methods and
MPC implementations.
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