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Abstract— This paper presents an algorithm for actively
selecting trajectories in order to train an estimator that pre-
dicts model deviation of an inaccurate dynamics model. The
trained estimator is then used during test time to constrain
planning to regions of state-action space where the dynamics
model is predicted to be accurate with high probability. As
collecting state-action space data can be costly, we propose an
active learning algorithm to minimize data collection needed
to reliably train a model deviation estimator. Preliminary
results show improvements in both test performance, and in
the qualitative selection of trajectories selected by the active
learning approaches. We further show experiments that analyze
the effect of using different acquisition functions on trajectories
chosen during training, and on the test performance.

I. INTRODUCTION

Although it is possible to leverage the long-horizon rea-
soning of model-based planning with deformable objects,
accurate general-purpose modeling of deformable objects is
difficult and computationally expensive [1, 9]. Furthermore,
the resulting models are often inaccurate and require large
amounts of data to train. This makes it hard to plan and ro-
bustly execute robot motions that involve deformable objects
in settings where data is expensive.

In this paper, we address the problem of model-based
planning with inaccurate deformable object models by ac-
tively collecting data to predict model error of a special-
purpose deformable object model, which can then be used
in planning to obtain more robust plans. Previous work has
shown that a model deviation estimator (MDE) can predict
model deviation, which can then be used as a constraint
in planning as a model precondition: a region of state-
action space where a dynamics model is sufficiently accurate
for planning [8, 5]. MDEs can identify and reason about
patterns in which state-action pairs where the model tends to
deviate from real-world dynamics, but require ground-truth
data which can be expensive.

Active learning can enable sample-efficient learning of
expensive-to-compute functions [12]. In this work, we use
the MDE to perform active learning to minimize data col-
lection in the real world. Collecting and defining a good
MDE dataset is challenging because the dataset needs to
contain enough trajectories to find plans that are useful for
tasks while being able to reject plans that would lead to
undesirable results. Furthermore, when actively collecting
data for a trajectory, model error in the earlier states can
lead the robot to be unable to gather data from the later
states due to the sequential nature of the problem. We show
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Fig. 1: Sketch of active learning approach over trajectories. The algorithm selects a
trajectory that minimizes α(τ), which is a function of estimated model deviation on
the trajectory. In this example, a generally low deviation trajectory (bottom) scores
higher than the high deviation trajectory (top), so that trajectory would be executed to
collect data to estimate model deviation.

the intuition for the desired behaviour of our active learning
approach over trajectories in Figure 1.

In this paper, we present an approach for active learning
of a model deviation estimator to improve the accuracy
and robustness of plans for a plant watering task. We then
examine results analyzing the effect of several different
acquisition functions on trajectories chosen during training,
and reliability of the plans executed at test time.

II. PROBLEM FORMULATION

The goal of this work is to select a dataset D of (s, a, s′)
tuples in order to train an MDE that uses D. We assume
we are given a distribution of planning problems that can be
sampled from in the form of start states and goal states,
a pre-existing dynamics model f̂(s, a) that can compute
the next state s′, and a planner that uses f̂(s, a) with the
corresponding MDE to find plans to the goal. Plans are
trajectories of high-level parameterized actions a0:T−1 and
predicted states s0:T such that sT is a goal state. Each
trajectory is denoted by τ . The agent may use the planner
during training time and sample from the same distribution
of planning problems that will be seen at test time, but not the
same problems. We assume that the state needs to be fully
observable to extract meaningful distances between s′ and
f̂(s), and correspondingly a distance function of the form
d(si, sj) that returns a scalar value representing the distance
between two states.



III. RELATED WORK

We build on work for predicting and avoiding model
error [7, 8], which has also been done using probabilistic
models [10, 4] as a form of model preconditions, as well as
work in skill precondition learning. Some work has used GPs
to define skill preconditions because of their data-efficiency
and meaningful uncertainty quantification [11, 12, 13]. The
most closely related work to active model precondition
learning is active skill precondition learning [12], which also
uses GPs to determine which action parameters to sample
for successfully executed skills given a context variable that
represents the state. In contrast, this work is for a model
precondition, which is more specific than a skill precondition
though related in many cases. Furthermore, [12] does not
account for the sequential nature of trajectories in active
learning: the most informative point may not be reached with
the current controller and model if the model is inaccurate.
[3] addresses the sequential dependence of selecting points
that require following a controller to reach by separately
optimizing information gain to select a point and steering
towards it. The results in [2] show that optimizing over
trajectories instead of single points leads to more efficient
exploration and better trajectories, which we do as well to
learn MDEs instead of the dynamics.

IV. APPROACH

We first illustrate the intuition for our approach. We then
describe our proposed algorithm that uses knowledge of
where and how much the model is predicted to deviate to
determine how to prioritize data collection.

Intuitively, our approach efficiently collects data to define
a model precondition. Data is sampled efficiently by priori-
tizing coverage of diverse dynamics so that the planner can
consistently compute plans within the model precondition.
We select trajectories that are relevant for planning by using
trajectories that reach a goal while maintaining a balance
between success and exploration through a utility function
that prioritizes low error and an exploration bonus based on
the predicted variance of d̂(s, a).

We estimate the model precondition using a model de-
viation estimator(MDE), which predicts a distribution for
d(s′, f̂(s, a)) given (s, a) that we denote as d̂(s, a). The
distribution is a Gaussian distribution with mean µ(s, a) and
σ(s, a). The model precondition of a model f̂ is defined as:
pre(f̂) = {(s, a)|P (d̂(s, a) > dmax) < δ} for some small
δ. The constraint is defined as µ(s, a) + βσ(s, a) < dmax,
where β is set based on δ to tune the risk tolerance.

We now describe our algorithm for actively learning
MDEs. The algorithm works as follows and is illustrated in
Figure 2. Starting in the upper left corner, the agent samples
a planning problem, generates a set of diverse candidate
trajectories, and then finds a trajectory that minimizes a
utility function α(τ). It then executes that trajectory in the
real world and saves the observed (s, a, s′) tuples. One a
batch of M trajectories has been executed, the robot updates
the MDE using the new data.

Fig. 2: Overview of our method. At each iteration, a planning problem is sampled,
and then a trajectory that minimizes the acquisition function is executed. After every
M trajectories, the agent updates the MDE.

At test time, the robot uses the final model deviation
estimator trained on data D. It finds plans predicted to be
robust by rejecting transitions that are predicted to have a
deviation higher than a threshold δmax that the system can
correct in closed loop-control.

A. Learning MDEs
We use a standard Gaussian Process (GP) regression

model with the addition of a heteroscedastic noise model.
Data collected for the MDE is in the form of (s, a, s′) tuples
from executing action a in the target environment (expected
to be the real world) from state s, and then observing s′.
The labels for the MDE dataset are the distances between s′

and the predicted next state f̂ : d(f̂(s, a), s′). For numerical
reasons, we normalize the labels to be zero-mean and unit-
variance by subtracting the mean of d(f̂(s, a), s′), µz and
dividing by the standard deviation of the data, σz . To
maintain a zero-mean prior in the space of d̂, we fix the
prior mean of the GP to −µz

σz
. The kernel is a Matern

kernel and all hyperparameters are optimized for the z-score
normalized data. Input features remain unscaled. Whereas a
homoscedastic GP was sufficient in [4], we needed to use a
heteroscedastic noise model for this more complex problem.

B. Active learning
In active learning, the robot samples a set of N candidate

trajectories using RRT, and then selects the one that mini-
mizes α(τ). The value for α(τ) depends on the values for
each individual (s, a) pair along the trajectory, which is of the
form s1:T , a1:T−1. The acquisition function we use for each
individual t is denoted as αt(st, at). We define αt(s, a) in a
form inspired from Lower Confidence Bound: µ(x)− cσ(x)
where c (which can be negative) is a scaling factor that
controls the degree to which exploration is encouraged. We
propose a form of our acquisition function as follows:

minτ maxt<len(τ)γ
tµ(d̂(s, a)) + cσ(d̂(s, a))) (1)

We fix dmax for all of training but allow a broader training
model precondition by increasing β as the robot accumulates
more data.



Fig. 3: Experimental setup. a) The simulated environment where data is collected to
train an initial model. There are only two containers for pouring, and simulation is
inexpensive. b) a simulated environment for evaluation with a plant that we use for
more extensive evaluation c) the real-world environment

V. EXPERIMENTS

We conduct experiments in a simulated water pouring
environment [6] using a dynamics model trained in less
expensive simulated environment without a plant, shown
along with its real-world equivalent in Figure 3.

The initial poses of the target box is fixed but the initial
pose of the controlled box is randomized across a wide
range, and the plant pose is varied slightly. The task is to
pour a desired amount of water into the target box without
spilling more than two percent. The state space for planning
is the poses and volumes of both boxes. We run each
experiment with 4 random seeds for 20 iterations containing
10 trajectories in each iteration. 9 candidate trajectories are
generated for each of the active methods. During training,
we use dmax = 0.07 with β = −2 for iterations below 10,
and β = 1 otherwise as a constraint during planning.

The baselines we compare against are Random Actions,
which samples a trajectory of length 6 using the action
sampler the planner uses, and Random Plan, which selects a
random trajectory that reaches the goal. The purpose of RP is
to test the effect of active learning using the MDE over only
using data relevant to planning. To compare different ways of
using the MDE during planning, we compare three different
values of c. The higher c is, the higher the exploration bonus.
Active Cautious (AC) uses c = −0.1, Active Balanced (AB)
uses c = 0.1, and Active Mean Only tests the impact of only
using the mean by setting c = 0.

Trajectory Diversity and Dataset Analysis: We first
analyzed the types of trajectories collected during online
learning with various acquisition functions. We observe the
most significant difference in the fraction of pours that
successfully poured into the target container without spilling
where active learning methods tend to achieve more success-
ful pours below the plant leaves with less data(Figure 4a).
The ratios of pours above the plant are comparable across
all methods including Active Cautious, indicating that the
negative incentive to explore is not affecting trajectory types
significantly. Very few samples get stuck for all methods. We
hypothesize that the low effect of the exploration bonus is
due to the low prevalence of low-mean, high-variance points
when sampling randomly.

End-to-end Performance Metrics: We evaluated the end
performance of the proposed approach by monitoring the
success rate in reaching the goal at test time by using the
MDE learned on datasets acquired from each algorithm to

(a) successfully pour above the plant (b) unsuccessfully pour above (c) stuck in plant

Fig. 4: Ratio of types of trajectories observed during training (examples of each shown
above)

Fig. 5: Learning curves of the success rate of finding and executing plants to the goal
at test time. The shaded region is the 95% confidence interval.

form a model precondition defined using dmax = 0.07 and
β=2. For each iteration, the planner with MDEs learned using
each method are evaluated for 30 randomly sampled planning
problems. Results are shown in Figure 5.

We observe a large data efficiency improvement when us-
ing an active learning algorithm over the baselines. Iterations
1 and 2 may inconclusively indicate a small benefit with very
low data with higher c. The performance for all algorithms
that sample trajectories to the goal converges to finding plans
by iteration 13. Although the success rate in finding plans
is significantly lower for Random Actionsthan for Random
Plan, we find a smaller gap in success reaching the goal,
which indicates potentially more accurate MDEs when not
constraining data to be from plans.

VI. CONCLUSIONS

Overall, our approach provides a promising solution for
actively learning model deviation estimators to improve the
accuracy and robustness of robot motion planning, particu-
larly in the context of deformable object manipulation. Pre-
liminary results show that our algorithm for active learning
can use the MDE to identify informative samples efficiently
and effectively, but too small of an effect in how the variance
estimate is used to conclude anything about how it affects
exploration. Our most immediate future goals are to evaluate
the impact on acquisition functions on the accuracy of model
preconditions. To more thoroughly evaluate the accuracy
of the learned model preconditions, we will evaluate how
well-calibrated the MDE predictions are on a set of test
trajectories. We have also been validating that the algorithm
works on the more challenging real-robot environment shown
in Figure 3.
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