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I. INTRODUCTION

Granular objects such as beans, nuts, and ball bearings are ubiquitous in daily life and industry [1], making accurate granular modeling and manipulation essential for various robotic tasks. However, such modeling is challenging due to the large number of particles and complex dynamics, as well as the properties of granular materials such as size, shape, friction, and contact mechanics. Overcoming these challenges is crucial to developing accurate and efficient learning-based models that enable robots to perform tasks involving granular materials.

To address these challenges, recent efforts have been made to model granular pile dynamics using deep latent dynamics models directly from pixel input [2]. However, such models have shown limitations in capturing the dynamics, underperforming a linear dynamics model due to a lack of inductive biases [2]. Alternatively, physics-inspired concepts such as particles offer strong inductive biases for deep dynamics models. A long line of existing works approximate a system as a collection of particles and accurately model inter-particle dynamics [3]. However, particle-based techniques pose scalability challenges for granular manipulation as their memory and computational costs grow superlinearly with the number of particles [4] [5]. Moreover, these methods assume that all particles have identical properties and that each particle can be tracked, which is not practical for granular manipulation.

We propose that field-based representations are ideal for modeling granular piles as they avoid challenges with particle interactions, process input in pixel space, and account for sparsity and spatial equivariance. We introduce the Deep Field Dynamics Model, which efficiently models granular material dynamics based on fully convolutional networks. Our model is also fully differentiable and amenable to gradient-based trajectory optimization methods for complex motion planning.

We evaluate our approach in different simulation and real-world scenarios and demonstrate that field-based models are more efficient and accurate compared to existing latent dynamics and object-centric models [2]. Our model is also capable of performing complex, unseen planning tasks such as pushing piles and avoiding obstacles. Additionally, we show the generality of our field-based representation by demonstrating transferability to different environments with varying pusher and object shapes in a zero-shot setting.

II. RELATED WORKS

Learned Dynamics Model with Inductive Bias. There has been growing interest in learning dynamics models with a strong inductive bias for robot manipulation tasks. Particle-based methods [3], [6]–[8] have been developed for expressing the structure of objects and manipulating deformable objects. However, particle-based approaches, face scalability issues as the number of particles increases, thereby making them computationally expensive and challenging to use in practical planning tasks [5].

Pile Manipulation, specifically pushing piles of objects to target regions, is a challenging task due to the complex dynamics and the large number of objects involved. Suh et al. proposed a dense latent dynamics model for pile manipulation [2]. However, they found that the neural network-based dynamics model underperformed both a linear least squares model and an object-centric baseline. Additionally, model-free reinforcement learning approaches [9], [10] are proposed to predict the start and end poses of pushes. However, training such models require task-specific oracle demonstrations, making it hard to generalize across different environments.

III. METHOD

Developing dynamics models for granular materials manipulation is challenging due to the complex and non-convex nature of their dynamics, as well as the need for scalability and compatibility with planning algorithms. To address these challenges, we propose a learning-based model based on Fully Convolutional Network (FCN) that captures the complexity of granular materials dynamics. By representing objects as images using the Eulerian approach, our FCN model is scalable and well-suited for real-world scenarios. In this section, after formulating the problem, we show how our proposed model better captures the complex dynamics of granular materials and integrates with trajectory optimization algorithms.

Problem Statement. This study aims to use a flat-surface pusher, such as a spatula, to interact with piles of granular...
materials, in order to push all the particles to a target region. The model takes the state of objects, represented as an image \( s \in \mathcal{R}^{H \times W} \) (see Sec. III State and Action Representation), and the target region \( G \in \mathcal{R}^{H \times W} \) as input. Unlike previous methods that only generate start and end positions assuming straight-line pushes, our method generates curvilinear trajectories that are represented by a sequence of poses of the pusher, for more flexible behaviors (more detail in Sec. III Trajectory Optimization with Learned Dynamics), allowing the robot to execute continuous pushes to avoid obstacles.

State and Action Representation. To develop a scalable model that is independent of the number of particles, we propose to represent the system state as a grid-based density field of the granular materials. This approach, known as the Eulerian approach, avoids the explicit modeling and perception of each particle and enables our model to scale effectively in complex real-world scenarios. Specifically, we capture the density field state \( s \) by segmenting an RGB image into a one-channel occupancy grid after an orthographic projection. We also propose to represent the action as the rendered image of the pusher, which could also be viewed as the density field of the pusher. Moreover, to bridge the gap between the learning-based dynamics model operating on image space and gradient-based trajectory optimization operating on robot poses, we utilize a differentiable renderer that maps gripper poses to images (see figure 1). This allows the error to be backpropagated to the poses through the neural network-based dynamics model during optimization. In particular, the action is represented as \( a_t := r(x_t, r(x_{t+1})) \), where \( x_t \in SE(2) \) is the proposed pusher pose at time \( t \), we assume during a short time interval \( [t, t+1) \), the pusher move linearly, therefore we can use \( x_t, x_{t+1} \) to represent a small segment of the trajectory during \( t \) to \( t+1 \). In addition, \( r: SE(2) \rightarrow \mathcal{R}^{H \times W} \) is a differentiable rendering function that rasterizes a pusher pose into a one-channel image representing the density field of the pusher in the plane. (See Fig. 1).

Learning Dynamics. To overcome the lack of inductive bias that limits the accuracy of previous latent-dynamics models, we proposed using FCNs as the dynamics model. This approach draws inspiration from computational physics, which models contact dynamics under an Eulerian representation to solve the PDEs that describe physical systems [11]–[13], and also leverages the analogy between convolutional neural networks and discretizations of PDEs [14]. Moreover, FCN-based dynamics models are translationally equivariant by nature [15], as \( f_\theta(\omega * s, \omega * a) = \omega * f_\theta(s, a) \), where \( f_\theta \) is the FCN with parameter \( \theta \), and \( \omega \) is a translation. Such translational equivariance provides better learning efficiency. Our dynamics model adopts a shallow U-Net [16] architecture to ensure computational efficiency. Given the current state \( s_t \) and the proposed action \( a_t \) as input, the dynamics model predicts the next state \( s_{t+1} \). As is shown in Fig 1, the dynamics model could be written as: \( s_{t+1} = f_\theta(s_t, a_t) \). The network is trained in a self-supervised manner, using randomized pushing data in environments to predict subsequent steps following an action, minimizing the loss function \( L_{train} = \|f_\theta(s_t, a_t) - s_{t+1}\|^2 \).

\[\begin{align*}
\text{Figure 2. Qualitative Results: (1) straight line pushing (2) curved pushing (3) Obstacle avoidance (4) pushing different objects without retraining (5-6) real-world experiments on pushing blocks and beans without retraining.}
\end{align*}\]
We performed evaluations in simulation and real-world environments. All methods are trained with simulated data generated from a PyBullet-based simulator. We measure success rate, which is the fraction of objects that are inside the goal region at the end of an episode, and cost function \( \ell_{eval}(s_t; G) = \langle EDF(G), s_t \rangle_F \) which could also be viewed as the Control Lyapunov Function as has been pointed out by Suh et al [2]. 20 scenes that are randomly initialized are utilized to evaluate each model, with object positions and target regions being randomly sampled. Performance evaluation is conducted for each instance following 10 pushes, which corresponds to the optimal demonstration’s push count and reflects our objective of effectively pushing piles into the target region with minimal pushes. We evaluate different planning methods for our proposed model: (1) straight line pushing using the shooting method [17] with only forward pass (Forward), (2) trajectory optimization with straight line pushing (Opt-Line), and (3) trajectory optimization with curved pushing (Opt-Curve). For Forward and Opt-Line, we compare both single-step prediction as well as sequential prediction with DVF [2].

Our method outperforms the baseline methods in speed and accuracy. The evaluation of prediction accuracy is performed between our method and DVF [2] which is a dense latent dynamics model. We improved the performance of the original DVF model by augmenting the data with intermediate states from sequential pushes. Mean Squared Error (MSE) between the predicted states and the ground truth is used to evaluate the prediction performance. Quantitative results (table I) and qualitative results demonstrate (figure 3) that our method outperforms the DVF model in both single-push and sequential-push scenarios in prediction. Additionally, our method exhibits superior efficiency, as it utilizes fewer parameters and requires fewer computational resources compared to the DVF model. Furthermore, The rollout evaluation is performed among our methods, DVF, object-centric method proposed in [2], and Transporter Network [9]. Our sequential prediction-based approach outperforms all baselines in both metrics (see table II and III). Notably, despite our method not being trained on expert data, it achieves better performance than the Transporter Network which was trained by 10,000 expert pushes. As illustrated in Figure 4, our method reaches the goal significantly faster than other methods, indicating the optimality of our approach. Moreover, our method closely approximates expert behavior, even in the absence of expert demonstration data. However, in the second half of the horizon, our method’s convergence rate is slower than that of expert demonstration. This is because our randomly generated dataset rarely involves pushing one particle to a pile of particles once most particles are already in the target region, which results in less accurate predictions.

By using the sequential prediction model, we are able to generate flexible trajectory in complex environments. Notably, our approach can effectively plan in the presence of obstacles between the initial objects and the target region. As illustrated in Table III, our method achieves high performance despite not being explicitly trained for such scenarios. This highlights the generalizability of our approach, especially compared to model-free methods like the Transporter.

Our method can generalize to diverse environments with different dynamics without learning. As we varied the shapes and sizes of objects and pushers, despite using unseen pusher lengths (50% longer and 20% shorter) and unseen objects (one big circular block instead of small square particles), our method achieved excellent performance, with costs of 0.016, 0.108, and 0.002 respectively. Moreover, in real-world experiments, our model performs well with unseen objects, such as beans, without retraining (see figure 2). This emphasizes the generality of our method and its ability to generalize well across different environments.


