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Abstract— The TrackDLO algorithm estimates the shape of
a Deformable Linear Object (DLO) under occlusion from a
sequence of RGB-D images. TrackDLO is vision-only and runs
in real-time. It requires no external state information from
physics modeling, simulation, visual markers, or contact as
input. The algorithm improves on previous approaches by ad-
dressing three common scenarios which cause tracking failures:
tip occlusion, mid-section occlusion, and self-occlusion. This is
achieved through the application of Motion Coherence Theory
to impute the spatial velocity of occluded nodes, the use of the
topological geodesic distance to track self-occluding DLOs, and
the introduction of a non-Gaussian kernel that only penalizes
lower-order spatial displacement derivatives to reflect DLO
physics. Improved real-time DLO tracking under mid-section
occlusion, tip occlusion, and self-occlusion is demonstrated
experimentally. The source code and demonstration data are
publicly released.

I. INTRODUCTION

This work presents TrackDLO [1], an algorithm for real-
time tracking of Deformable Linear Object (DLO) (e.g.,
rope, wire, tubing) shapes. The TrackDLO algorithm tracks
DLOs in RGB-D imagery for manipulation tasks, such as
knot tying or wire routing, or to monitor DLOs for collision
prevention [2]–[7]. These tasks are common in applications
including robotic surgery, industrial automation, power line
avoidance, and human habitat maintenance [8]–[12]. Several
methods track DLOs in real-time with and without visual
markers and physics simulation [13]–[19]. The TrackDLO
algorithm builds on existing tracking work by addressing
three scenarios common in manipulation tasks which cause
tracking failures: tip occlusion, mid-section occlusion, and
self-occlusion. This work makes the following listed contri-
butions:
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Fig. 1. TrackDLO performs occlusion-robust 3D DLO tracking without
physics simulation or other external state information using motion coher-
ence. TrackDLO accurately predicts the location for occluded nodes (red)
by imputing their spatial velocities from visible nodes (orange) under mid-
section occlusion, tip occlusion, and self-occlusion.

1) TrackDLO accurately tracks DLOs in real-time with
tip occlusion without information from modeling, sim-
ulation, visual markers, or contact. This is achieved
by preserving the total length of the DLO and using
Motion Coherence Theory (MCT) to impute the spatial
velocity of occluded tip nodes from the spatial velocity
of visible nodes [20]. The spatial velocity is used to
update the DLO shape estimate.

2) TrackDLO tracks self-occluding DLOs without mod-
eling entanglement. This is achieved by incorporating
the geodesic distance into the kernel describing how
pairs of nodes influence each other’s motion.

3) TrackDLO reflects the physics of DLOs by introduc-
ing a kernel which only penalizes lower-order spatial
velocity derivatives. This work analytically derives
forms the kernel can take to satisfy optimality in the
Expectation-Maximization algorithm.

4) Data and source code for DLO tracking are released at:
https://github.com/RMDLO/trackdlo. The supplemen-
tary video demonstrates tracking performance on two
DLOs with different material properties and is shared
at: https://youtu.be/MxqNJsen5eg.

II. RELATED WORK

The Coherent Point Drift (CPD) algorithm performs
non-rigid registration to map one set of points onto an-
other. The CPD algorithm uses Gaussian Mixture Model
(GMM) clustering and Motion Coherence Theory (MCT)
with Expectation-Maximization (EM) to find the probability
distribution parameters which maximize the likelihood that
a predicted point set corresponds to the original point set
[20]–[23]. The Global-Local Topology Preservation (GLTP)
algorithm performs modified non-rigid point set registration.
The objective function for EM in GLTP uses CPD with
locally linear embedding to preserve local topology [24].
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Fig. 2. The TrackDLO algorithm registers visible nodes to a point cloud, preserves segment distance between nodes, imputes the velocity field for
occluded nodes, and encodes geometric proximity to accurately track a DLO under occlusion.

Non-rigid point set registration from CPD and GLTP is the
foundation for the Constrained Deformable CPD (CDCPD)
algorithm which also constrains DLO stretching and recovers
from tracking failures [16]. The CDCPD2 algorithm builds
on CDCPD by incorporating known correspondences, self-
intersection constraints, and obstacle interaction constraints
to accurately track under tip and large-scale occlusion [17].
More recent work performs DLO tracking under occlusion
with particle filtering on a lower-dimensional latent space
embedding learned with an autoencoder [25] and learning-
based shape estimation under occlusion [26]. These exist-
ing methods require additional information from modeling,
simulation, visual markers, or contact for accuracy or show
inconsistent performance under occlusion.

III. THE TRACKDLO ALGORITHM

The TrackDLO algorithm is shown in Figure 2. For N
points in 3D received at time t from a depth sensor, Xt

N×3 =
(xt

1, . . . ,x
t
N )T , TrackDLO represents the DLO shape with

a collection of M ordered nodes, Yt
M×3 = (yt

1, . . . ,y
t
M )T ,

and the edges connecting adjacent nodes. The measurement
Xt can contain outliers due to noise and it can be incomplete
due to occlusion. The TrackDLO algorithm is initialized
by de-projecting a pixel chain output by an occlusion-
robust DLO detection algorithm into 3D and sampling nodes
equally distributed along the chain [27]. The CPD objective
function which solves for Yt through EM is first modified
by performing Gaussian Mixture Model (GMM) clustering
with modified membership probability [16]. Next, visible
node locations are estimated and remapped to preserve the
DLO segment lengths and total length. The velocity field for
occluded nodes is imputed using Motion Coherence Theory
(MCT) [20], and the geodesic proximity is used to accurately
represent distances between nodes to enable tracking in the
presence of self-occlusion.

IV. EXPERIMENTS

In experiments analyzing the accuracy of TrackDLO,
CDCPD2 with and without optional gripper information,
CDCPD, and GLTP, TrackDLO achieves the lowest node-
to-PWL curve frame error and second-fastest computation
time. All experiments used an Intel RealSense d435 camera

with kvis = 500, β = 0.5, λ = 5 × 104, α = 3, w = 20
pixels, τvis = 5mm, dvis = 4cm, and convergence of EM
when the average node position change between iterations is
less than 0.2mm.

Experiments comparing the performance of TrackDLO,
CDCPD2 with and without optional gripper information,
CDCPD, and GLTP under occlusion used the frame error
metric defined as follows. The set of points PWL(Y) in the
PWL curve representation of an ordered node sequence Y
includes both the nodes themselves and all points in the line
segments connecting nodes. The point-set distance is

d(y,S) = inf
y′∈S

∥y − y′∥, (1)

where y is a point and S is a set of points. The per-node
error between two node sequences is

ε(Yt,Yt
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true)), (2)

and the frame error metric, mirroring the per-node error to
guarantee symmetry, is

E(Yt
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2
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)
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Evaluation was performed for three scenarios:
1) Stationary–This scenario tests tracking error accumu-

lation and length preservation under tip occlusion.
2) Perpendicular Motion–This scenario tests DLO track-

ing accuracy when both tips are visible and the mid-
section is occluded.

3) Parallel Motion–This scenario tests DLO length
preservation and tracking accuracy when one tip moves
through occlusion.

For each scenario, RGB-D image and point data were saved
in a Robot Operating System (ROS) bag file. Occlusion was
injected by removing pixels within a bounding box area in
the DLO segmentation mask. The blue rope DLO was evenly
marked with red tape which was segmented by thresholding
on the red and blue colors. In each of the red and blue
segmentation masks, contour filtering and blob detection
identified the blue and red segments along the DLO and
keypoint detection returned their centroids. These centroids
were combined to form the ground truth nodes, Yt

true, which



Fig. 3. Compared to CDCPD2 with and without gripper information, CDCPD, and GLTP, TrackDLO accurately estimates the state of the DLO under
scaled, tip, and mid-section occlusion. Among these algorithms, TrackDLO had the lowest frame error.

were compared to the tracked nodes in Yt. Note the markers
on the DLO were only used for evaluation and were not
required by any algorithm for tracking. Each experiment was
repeated 10 times for each algorithm in each scenario.

Evaluation results are reported in Figure 3. In the Station-
ary scenario, the occlusion size is scaled as a percentage of
the number of nodes along the DLO and the DLO is occluded
for 25 seconds after initialization. The TrackDLO algorithm
achieves the lowest average final frame error as a function
of percentage of occlusion for the Stationary scenario. In
the Perpendicular Motion scenario, occlusion is injected in
the mid-section of the DLO three seconds after tracking
begins before the object moves and remains there until the
end of the bag file. For the CDCPD2, CDCPD, and GLTP
algorithms, the error increases after the injection of occlusion
and decreases as the tracking estimates begin to catch up with
the DLO state. The TrackDLO algorithm achieves the lowest
average frame error in this scenario. In the Parallel Motion
scenario, the DLO is initially fully visible and the gripper
moves the DLO tip through an occluded region. Tracking
error increases for all algorithms until the DLO tip becomes
visible again during the mid-section occlusion period. The
TrackDLO algorithm achieves the lowest frame error in this
scenario as well.

Timing experiments were conducted to compare the speeds
of the TrackDLO, CDCPD2, CDCPD, and GLTP algorithms.
The times reported in Table I were obtained on a computer
with a Ryzen Threadripper 3960X CPU and 64 GB RAM.
The CDCPD algorithm is implemented in Python while
TrackDLO, CDCPD2, and GLTP are implemented in C++
using original repositories where available. Times include

TABLE I
TRACKING TIMING COMPARISON (IN MS)

Algorithm TrackDLO (Ours) CDCPD2 CDCPD GLTP
Tracking Step 9.20 11.42 18.14 5.43

computation time for each algorithm after receiving data.
Times exclude interfacing with ROS, segmenting object
masks, and downsampling point clouds. Each algorithm was
run on the Perpendicular Motion and Parallel Motion ROS
bag files for 10 trials. Times are the average computation
times across each algorithm run on each frame of the 10
trials of the two motion scenarios. The TrackDLO algorithm
achieves the second-fastest average computation time.

V. CONCLUSIONS AND FUTURE WORK

This work introduced TrackDLO, a real-time, vision-only
algorithm for occluded DLO tracking. TrackDLO is robust
under three types of occlusion and produced the lowest
tracking error when compared to the CDCPD2, CDCPD, and
GLTP algorithms. Source code, data, and a video of examples
of DLO tracking are released. The limitations of TrackDLO
include the requirements of good depth resolution, small
motion between frames, and motion of occluded nodes to be
reflected in the motion of visible nodes. Future work could
track multiple DLOs as they move in cluttered environments
[28]–[32], track a DLO with multiple cameras, track a
DLO as multiple sections of it are occluded (where the
occlusion size is significantly greater than dvis), integrate
DLO tracking into closed-loop DLO shape control [6], [33],
integrate DLO tracking into knot planning [34], or provide a
broader comparison to methods based on learning (e.g., [25]
and [26]) rather than on point set registration.
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